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Objective: The objective of this study was to
analyze bibliometric data from ISI, National
Institutes of Health (NIH)–funding data, and
faculty size information for Association of American
Medical Colleges (AAMC) member schools during
1997 to 2007 to assess research productivity and
impact.

Methods: This study gathered and synthesized 10
metrics for almost all AAMC medical schools
(n5123): (1) total number of published articles per
medical school, (2) total number of citations to
published articles per medical school, (3) average
number of citations per article, (4) institutional impact
indices, (5) institutional percentages of articles with
zero citations, (6) annual average number of faculty
per medical school, (7) total amount of NIH funding
per medical school, (8) average amount of NIH grant
money awarded per faculty member, (9) average
number of articles per faculty member, and (10)
average number of citations per faculty member.
Using principal components analysis, the author
calculated the relationships between measures, if they
existed.

Results: Principal components analysis revealed 3
major clusters of the variables that accounted for 91%
of the total variance: (1) institutional research
productivity, (2) research influence or impact, and (3)
individual faculty research productivity. Depending
on the variables in each cluster, medical school
research may be appropriately evaluated in a more
nuanced way. Significant correlations exist between
extracted factors, indicating an interrelatedness of all
variables. Total NIH funding may relate more
strongly to the quality of the research than the
quantity of the research. The elimination of medical
schools with outliers in 1 or more indicators (n520)
altered the analysis considerably.

Conclusions: Though popular, ordinal rankings cannot
adequately describe the multidimensional nature of a
medical school’s research productivity and impact. This
study provides statistics that can be used in conjunction
with other sound methodologies to provide a more
authentic view of a medical school’s research. The large
variance of the collected data suggests that refining
bibliometric data by discipline, peer groups, or journal
information may provide a more precise assessment.

INTRODUCTION

Bibliometric statistics are used by institutions of
higher education to evaluate the research quality
and productivity of their faculty. On an individual
level, tenure, promotion, and reappointment deci-
sions are considerably influenced by bibliometric
indicators, such as gross totals of publications and
citations and journal impact factors [1–6]. At the
departmental, institutional, or national level, biblio-
metrics inform funding decisions [1, 7, 8], develop
benchmarks [1, 9], and identify institutional strengths
[1, 10, 11], collaborative research [1, 12], and emerging
areas of research [1, 13, 14]. Due to the important
organizational and personnel decisions made from
these analyses, these statistics and the concomitant
rankings elicit controversy. Many scholars denounce
the use of ISI’s impact factor and immediacy index as
well as citation counts in assessing a study’s quality
and influence. Major criticisms of reliance on biblio-
metric indicators include manipulation of impact
factors by publishers, individual self-citations [15],
uniqueness of disciplinary citation patterns [15, 16],

context of a citation [17], and deficient bibliometric
analysis [18]. Many researchers condemn ISI for
promoting and promulgating flawed and biased
bibliometric data that rely on unsophisticated or
limited methodologies [15, 19, 20], exclude the vast
majority of the world’s journals [15, 19], and contain
errors and inconsistency [15, 21]. Conversely, other
scholars point out the utility of bibliometric measures,
even in light of valid criticisms, and posit that they
accurately depict scholarly communication patterns
[22–24], correlate with peer-review ratings [25],
predict emerging fields of research [22], show
disciplinary influences [26], and map various types
of collaboration [22].

Assessment of medical schools and their research
output has demonstrated no methodological unifor-
mity. Arguably the most famous ranking of US
medical schools is America’s Best Graduate Schools,
published by the magazine, U.S. News & World Report,
which takes two research measures into account: total
dollar amounts from National Institutes of Health
(NIH) research grants and the average dollar amounts
from NIH research grants per faculty member. This
methodology also employs reputational assessments
from medical and osteopathic school deans, residency
program directors, or other school administrators;
student body characteristics; and faculty-to-student
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ratios to formulate rankings [27]. Several methodo-
logical shortcomings have been identified with the
U.S. News & World Report’s rankings, including the
predominance of reputational measures, omission of
over half of the accredited medical schools, inade-
quate use of standard statistical methods, and absence
of any bibliometric measure [28–30].

Although their methodologies differed, more rigor-
ous studies addressed the issue of evaluating bio-
medical research. Over twenty-five years ago, McAll-
ister and Narin appraised research at medical schools
in the United States by comparing NIH funding and
basic citation information [31]. More recently, McGa-
ghie and Thompson argued that research output
should be evaluated by grants and peer-reviewed
publications as well [28]. Combining quantitative and
qualitative methodologies, Wallin recommended
sound bibliometric analysis paired with a peer review
of the research’s influence to evaluate research [32].

More sophisticated analyses have formulated novel
bibliometric indicators from collected data. For
example, British researchers recently concluded that
new measures, such as ‘‘world scale values’’ and
‘‘relative esteem values,’’ used in tandem with journal
impact factors, citation analysis, and participation on
journal editorial boards best evaluate psychiatric
researchers [33]. In assessing medical schools in
Europe, Lewison used bibliographic and bibliometric
data that tracked the amount of international collab-
oration, volume and increases of research output,
‘‘journal esteem factors,’’ systematic review percent-
ages, and citations by patents [34]. Integrating several
measures derived from a variety of sound methodo-
logical approaches might provide a nuanced and
more accurate interpretation of a medical school’s
research output.

The objective of this study was to collect and
examine bibliometric data, NIH-funding statistics,
and faculty size information from Association of
American Medical Colleges (AAMC) medical schools
in the United States to identify some basic measures
of research productivity and impact. In addition to
presenting a general picture of a medical school’s
research, conducting a macro-level institutional anal-
ysis was intended to provide medical schools with
potential benchmarks for future comparisons. Addi-
tionally, the author sought to analyze the multivariate
relationships between the collected metrics to de-
scribe the relative association of individual measures
with each other.

METHODOLOGY

Gathering data

Employing raw citation data gathered and synthe-
sized from ISI’s online citation index, Web of Science,
this study intended to provide measures that might
describe research productivity of US medical schools
that were AAMC members (n5128). Web of Science
contains bibliographic and bibliometric data from
approximately 8,700 journals. In searching for re-
search from specific medical schools, the author used
broad searches in the Web of Science address field
and limited to the date range, 1997–2007. Because the
author used the search term, ‘‘Med*’’, in most of the
searches, he took precautions to eliminate articles
dealing with veterinary medicine and media studies.
The author subsequently refined the results by
institution using the Analyze Results feature in Web
of Science. Exercising due diligence in capturing all
possible name variants of a medical school in Web of
Science, the author linked proper names of medical
schools (Weill Medical College) and institutional
names (Cornell University) with a Boolean ‘‘OR’’
operator. Furthermore, Web of Science attributes the
same status to all institutions listed in the address
field regardless of primary authorship or total
number of authors. The author did not use propor-
tional or fractional attribution methods [35]. For
example, an article with the primary author and nine
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authors from medical school A and one author from
medical school B treated both medical schools the
same in the article and citation counts.

For each medical school search, a citation report
was run in Web of Science on the refined results set to
gather five measures:
& the total number of published articles per medical
school (a)
& the total number of citations to published articles
per medical school (c)
& the average citations per article (a/c)
& the institutional h-index (h)
& the number of articles with zero citations per
medical school

From these measures, the author calculated:
& institutional impact indices (i)
& institutional percentages of articles with zero
citations (z)

The citation report feature in Web of Science limits
users to results sets less than 10,000 articles. Given that
numerous medical schools exceeded 10,000 published
articles in medicine and biomedical sciences, the
author ran multiple citation reports for the most
prolific institutions. Articles and the accompanying
citation data from these institutions were harvested
through refining the data by individual year and
totaling the sums. This data was searched during the
week of March 16, 2008, through March 22, 2008.

Using faculty information from AAMC [36] and
institutional grant information from NIH [37], the
following measures were retrieved or calculated:
& total amount of NIH funding, 1997–2005, per
medical school (t)
& annual average number of faculty per medical
school, 1997–2007 (f2007)
& annual average number of faculty per medical
school, 1997–2005 (f2005)
& average amount of NIH grant money awarded in
1997–2005 per faculty member (t/f2005)
& average number of articles per faculty member,
1997–2007 (a/f2007)
& average number of citations per faculty member,
1997–2007 (c/f2007)

Two caveats must be mentioned in regard to the
NIH data. Because NIH had only published NIH
institutional funding data through 2005 by March
2008, the author calculated the average amount of
NIH grant money awarded per faculty member (t/
f2005) for only the nine-year period of 1997–2005.
Secondly, NIH did not publish funding figures for 5
AAMC medical schools: Florida International Univer-
sity College of Medicine, Florida State University
College of Medicine, Mayo Medical School, San Juan
Bautista School of Medicine, and University of Central
Florida College of Medicine. These 5 institutions were
eliminated from the statistical analyses, resulting in
123 medical schools studied. Isolated data points or
groups of points, such as the data from the aforemen-
tioned medical schools, exert powerful influence over
variable correlations and can camouflage fundamen-
tal relationships that may exist.

Calculating impact index

Hirsch developed the h-index (h) originally to
measure the quantitative and qualitative impact of
individual scholar’s research [24]. The h-index is an
indicator that is defined as the number of published
papers, h, each of which has been cited by others at
least h times. Universities that produce larger num-
bers of publications will generally command higher h-
indices, demonstrating the metric’s inherent size
dependence. In this study, size-dependent variables
included total number of publications (a), total
number of citations (c), faculty size (f2007), and total
NIH funding (t), which all favored larger medical
schools. To allow comparative equity among various-
ly sized medical schools, size-independent vari-
ables—such as average citations per article (a/c),
institutional impact indices (i), institutional percent-
ages of articles with zero citations (z), average amount
of NIH grant money per faculty member (t/f2005),
average number of articles per faculty member (a/
f2007), and average number of citations per faculty
member (c/f2007)—were necessary for faculty-level
productivity and research impact analyses.

To mitigate the influence of the number of articles
published, Molinari and Molinari devised a method-
ology to extend the utility of the h-index with a new
metric, the impact index (i), to evaluate the research
productivity of large groupings. This study applied
Molinari and Molinari’s methodology to retrieve and
calculate size-independent bibliometric data. In their
paper, the impact index (i) was calculated by dividing
a set of published articles’ h-index (h) by a factor (m)
of the number of published articles (a). Molinari and
Molinari computed 0.4 as the power law exponent, or
the master curve (m), as it has shown to be the
universal growth rate for citations over time for large
numbers of papers [38]. Thus, impact index was
calculated to be:

i ~ h=am

This equation characterizes the number of relatively
high-impact articles at an institution in relation to all
articles published at the same institution, producing a
metric that is able to compare publication sets of
differing sizes [38]. Recently, a similar study in the
Proceedings of the National Academy of Sciences also
applied Molinari and Molinari’s methodology, to
calculate h-indices and impact indices of non-biomed-
ical research for selected universities, laboratories,
and government agencies in the United States [39].

Analyzing data

The author entered the collected and synthesized data
into SPSS v.15. Because the ten indicators were
dependent and interval variables, the author em-
ployed factor analysis to examine the relationships
between variables. A multivariate statistical tech-
nique, factor analysis, can ascertain the underlying
structure of the variables’ relationships by reducing
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them to a smaller number of hidden variables, known
as factors. These factors, in turn, provide insight to
how variables cluster together [40–42].

Problems arise with factor analysis when variables
in the correlation matrix exhibit very high correla-
tions, also known as multicollinearity. The author
assumed multicollinearity existed in the data due to
the fact that size-independent variables were synthe-
sized from size-dependent variables and the concom-
itant presence of several significant bivariate linear
correlations. SPSS calculated the Pearson’s correlation
coefficients (r) and the coefficients of determination
(R2). Furthermore, statisticians suggest a very large
sample size when conducting factor analysis. This
study’s sample size of 123 medical schools was a
poor-to-fair sample size for common factor analysis
[42]. SPSS was unable to calculate factors using
principal axis, or common, factor analysis, so another
method of factor analysis, principal components
analysis, was utilized to extract factors. Analogous
to common factor analysis, principal components
analysis uncovers how many factors describe the set
of variables, what the factors themselves are, and
which variables form independent coherent group-
ings [41].

After extracting the factor coefficients, or loadings,
both orthogonal (using varimax technique) and
oblique (using promax technique) rotations were
performed to provide breadth to the principal
component analysis. Rotational methods simplify
the data interpretation by diversifying the variable
loadings, thus showing which variables cluster
together more clearly. Orthogonal rotations assume
no correlations exist among factors, whereas oblique
rotations presume that correlations do exist. When
applied, the two types of rotations reap different
results.

RESULTS

Collected and synthesized data

Table 1 provides the total number of published
articles from 1997–2007 per medical school (a), total
number of citations to those published articles per
medical school (c), average number of citations per
article (a/c), institutional impact index (i), and institu-
tional percentage of articles with no citations (z) from
the top quartile of medical schools in total published
articles (n531). From 1997–2007, Harvard University
Medical School published more than twice as many
articles as any other medical school and garnered
almost three times as many citations. Two of the three
size-independent bibliometric measures, the institu-
tional impact index (i) and the percentage of articles
with no citations (z), were topped by the Mount Sinai
School of Medicine of New York University. The
University of California, San Francisco, School of
Medicin, had the highest average number of citations
per article (a/c) with 24.91 citations per article.
Additionally, dividing many of the collected metrics,
such as publications (a) and citations (c), with the

annual average of total faculty members (f2007)
provided useful size-independent measures. Table 1
also illustrates these measures among the top quartile
of the medical schools in total articles (a) (n531).
Stanford University School of Medicine ranked
highest in publications (35.25) and citations (853.75)
per faculty member over 1997–2007.

The 1997–2005 NIH funding and AAMC statistics
from the top quartile of medical schools in total NIH
funding (n531) are displayed in Table 2. From 1997–
2005, Johns Hopkins Medical School garnered the
most NIH funding with $3,032,629,799 total, and at
$2,631,130 per faculty member, Stanford University
Medical School faculty were awarded the most NIH
funding on average. Harvard University Medical
School annually averaged the highest number of
faculty from 1997–2005 at 5,217 members. (Biblio-
metric, NIH, and AAMC statistics for all 123 medical
schools for the full data sets are available with the
online version of this journal.)

Descriptive statistics

To demonstrate scale and variance of the data, Table 3
displays descriptive statistics such as the means,
medians, standard deviations, and coefficients of
variance for bibliometric, NIH, and AAMC data.
The publication and citation histories across the
studied medical schools showed a tremendous
amount of variance for size-dependent variables.
The standard deviations of published articles (a),
citations to those articles (c), and total amounts of NIH
funding (t) exceeded 100% of their means. The size-
independent variables—average citations per article
(a/c), impact index (i), and percentage of articles with
no citations (z)—showed a smaller amount of variance
with their relative standard deviations amounting to
32%, 20% and 20% of their means, respectively.

Principal components analysis

The relationships of the 10 studied indicators were
analyzed via principal components analysis for 123
medical schools. For this data set, SPSS extracted 3
factors that explain 91% of the total explained
variance. Table 4 illustrates the role of the variables
in the composition of the factors rotated orthogonally
using the varimax technique. The first factor, which
accounted for 31% of the rotated variance, was highly
associated with size-dependent measures—total arti-
cles (a), total citations (c), total number of faculty
(f2007), and to a lesser degree, total NIH funding (t).
Responsible for 30% of the rotated variance, the
second factor grouped citations per article (a/c),
impact index (i), and percentage of articles with no
citations (z), which were all size-independent mea-
sures, and to a lesser extent, total NIH funding (t).
Finally, the third factor, influenced heavily by size-
independent measures—average number of pub-
lished articles per faculty member (a/f2007), average
number of citations per faculty member (c/f2007), and
average NIH funding per faculty member (t/f2005)—
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Table 1
Bibliometric data for the top quartile of Association of American Medical Colleges (AAMC) medical schools in published articles, 1997–
2007 (n531)*

Medical school
Published
articles (a)

Citations to
article

published (c)

Average
citations per
article (a /c)

Impact
index (i )

Percentage of
articles with no

citations (z)

Average
number of

faculty
annually,

1997–2007
(f2007 )

Average number
of publications

per faculty
member, 1997–

2007 (a /f2007)

Average number
of citations per
faculty member,

1997–2007 (c /f2007)

Harvard Medical School 89,087 2,194,549 24.63 4.17 26.00% 5,613 15.87 390.98
Johns Hopkins University

School of Medicine 37,203 765,314 20.57 4.01 28.38% 2,058 18.08 371.87
University of California, Los

Angeles, David Geffen
School of Medicine 34,097 568,769 16.68 3.41 30.25% 1,509 22.60 376.92

Duke University School of
Medicine 30,264 538,317 17.79 3.61 30.60% 1,505 20.11 357.69

Baylor College of Medicine 29,660 503,093 16.96 3.58 34.14% 1,915 15.49 262.71
University of Pennsylvania

School of Medicine 28,590 535,572 18.73 3.75 24.90% 1,786 16.01 299.87
Yale University School of

Medicine 28,081 595,560 21.21 4.20 27.21% 1,174 23.92 507.29
Washington University in St.

Louis School of Medicine 27,274 595,875 21.85 4.05 26.40% 1,192 22.88 499.9
Stanford University School of

Medicine 24,887 602,748 24.22 4.47 26.01% 706 35.25 853.75
University of Pittsburgh School

of Medicine 23,574 362,036 15.36 3.14 23.87% 1,657 14.23 218.49
University of Texas

Southwestern Medical
Center at Dallas
Southwestern Medical
School 22,960 515,424 22.45 4.23 29.98% 1,392 16.49 370.28

University of Washington
School of Medicine 22,817 465,832 20.42 3.79 22.85% 1,497 15.24 311.18

Joan and Sanford I. Weill
Medical College of Cornell
University 21,951 359,994 16.40 3.50 31.85% 1,963 11.18 183.39

University of Michigan Medical
School 20,169 401,985 19.93 3.81 23.28% 1,502 13.43 267.63

Columbia University College of
Physicians and Surgeons 19,708 395,183 20.05 3.91 25.43% 1,771 11.13 223.14

Albert Einstein College of
Medicine of Yeshiva
University 19,037 322,159 16.92 3.53 31.09% 2,441 7.80 131.98

Tufts University School of
Medicine 18,614 280,129 15.05 3.37 32.97% 1,090 17.08 257.00

New York University School of
Medicine 18,275 313,677 17.16 3.63 30.96% 985 18.55 318.45

Northwestern University The
Feinberg School of Medicine 17,332 267,232 15.42 3.37 30.14% 1,411 12.28 189.39

Indiana University School of
Medicine 17,118 228,698 13.36 3.02 34.98% 1,186 14.43 192.83

Vanderbilt University School of
Medicine 16,993 317,890 18.71 3.7 27.78% 1,312 12.95 242.29

Emory University School of
Medicine 16,224 285,690 17.61 3.64 29.86% 1544 10.51 185.03

University of California, San
Francisco, School of
Medicine 16,205 403,627 24.91 4.47 20.52% 1,175 13.79 343.51

Boston University School of
Medicine 15,038 248,451 16.52 3.41 31.67% 895 16.80 277.60

University of Texas Medical
Branch at Galveston 14,093 157,458 11.17 2.80 35.56% 796 17.70 197.81

Medical College of Wisconsin 13,992 166,694 11.91 2.92 39.83% 1,039 13.47 160.44
University of Maryland School

of Medicine 13,884 202,963 14.62 3.11 28.96% 1,068 13.00 190.04
University of California, San

Diego, School of Medicine 13,590 328,833 24.20 4.73 24.29% 715 19.01 459.91
Medical University of South

Carolina College of Medicine 13,219 152,421 11.53 2.76 35.45% 849 15.57 179.53
Keck School of Medicine of the

University of Southern
California 13,195 208,620 15.81 3.28 27.37% 992 13.30 210.30

Wake Forest University School
of Medicine 12,813 180,232 14.07 3.16 33.32% 762 16.81 236.52

* The full bibliometric data set for all AAMC medical schools is available with the online version of this journal.
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also accounted for 30% of the rotated variance. Total
NIH funding (t) was most significantly connected
with this final grouping.

The oblique rotation offered a slightly different
interpretation of the data. Table 5 displays the pattern
matrix extracted from an oblique rotation using the
promax technique. Theoretically, the extracted pattern
matrix approximated the orthogonally rotated factor
matrix (Table 4) as it measured one linear factor-
variable relationship, the uniqueness of the relation-

ship. The oblique pattern matrix revealed many of the
same structural patterns and groupings modeled in
the orthogonal factors matrix. However, the one major
difference was that the total NIH funding (t) factor
loadings only showed a significant association with
the third grouping of variables. Oblique rotation
revealed that the three extracted factors correlated
highly with each other.

Using both rotational analyses in tandem, the data
summary provided three distinct clusters of variables.
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Table 2
National Institutes of Health (NIH) funding and AAMC faculty data for AAMC medical schools in the top quartile of total NIH funding, 1997–
2005 (n531)*

Medical school
Total NIH institutional

funding (t )
Annual average number

of faculty (f2005)

Average amount of NIH
institutional funding per faculty

member (t /f2005)

Johns Hopkins University School of Medicine $3,032,629,799 1,977 $1,533,955
University of Pennsylvania School of Medicine $2,703,981,789 1,730 $1,562,995
University of California, San Francisco, School of Medicine $2,588,401,734 1,034 $2,503,290
Washington University in St. Louis School of Medicine $2,586,369,678 1,105 $2,340,606
Yale University School of Medicine $2,109,650,275 1,124 $1,876,913
University of Washington School of Medicine $2,049,033,720 1,356 $1,511,087
Duke University School of Medicine $2,012,738,842 1,501 $1,340,932
University of California, Los Angeles, David Geffen School

of Medicine $1,831,512,433 1,362 $1,344,723
Stanford University School of Medicine $1,823,372,868 693 $2,631,130
University of Pittsburgh School of Medicine $1,793,647,080 1,567 $1,144,638
University of Michigan Medical School $1,778,192,618 1,449 $1,227,186
Baylor College of Medicine $1,761,210,659 1,845 $954,586
Columbia University College of Physicians and Surgeons $1,705,780,813 1,770 $963,718
Case Western Reserve University School of Medicine $1,607,553,160 1,448 $1,110,189
University of California, San Diego, School of Medicine $1,533,397,475 686 $2,235,273
University of North Carolina at Chapel Hill School of

Medicine $1,491,333,353 1110 $1,343,544
University of Alabama School of Medicine $1,438,275,327 954 $1,507,626
Vanderbilt University School of Medicine $1,356,380,443 1,208 $1,122,831
University of Texas Southwestern Medical Center at Dallas

Southwestern Medical School $1,220,833,307 1,341 $910,390
University of Colorado School of Medicine $1,204,983,365 1,007 $1,196,607
Harvard Medical School $1,167,408,783 5,217 $223,770
Emory University School of Medicine $1,142,528,299 1,497 $763,212
Albert Einstein College of Medicine of Yeshiva University $1,130,046,864 2,417 $467,541
University of Chicago Division of the Biological Sciences

Pritzker School of Medicine $1,116,815,403 738 $1,513,300
Mount Sinai School of Medicine of New York University $1,103,566,176 1,028 $1,073,508
University of Iowa Roy J. and Lucille A. Carver College of

Medicine $1,027,684,498 784 $1,310,822
University of Minnesota Medical School $971,774,068 783 $1,241,091
University of Wisconsin School of Medicine and Public

Health $968,063,173 801 $1,208,568
University of Rochester School of Medicine and Dentistry $959,039,057 1,030 $931,106
Oregon Health & Science University School of Medicine $936,123,438 1,016 $921,381
Boston University School of Medicine $892,273,849 885 $1,008,219

* The full NIH funding and AAMC faculty size data set for all AAMC medical schools is available with the online version of this journal.

Table 3
Means, medians, standard deviations, and coefficients of variance of the collected and synthesized bibliometric, NIH, and faculty size
measures (n5123)

Published
articles,

1997–2007
(a)

Citations to
article

published,
1997–2007

(c)

Average
citations

per article,
1997–2007

(a /c)

Impact
index,

1997–2007
(i )

Percentage
of articles

with no
citations,

1997–2007
(z)

Average
number of

faculty,
1997–2007

(f2007)

Total NIH
funding,

1997–2005
(US dollars)

(t )

NIH funding
per faculty
member,

1997–2005
(US dollars)

(t /f2005)

Average
number of

publications
per faculty
member,

1997–2007
(a /f2007)

Average
number of

citations per
faculty

member,
1997–2007

(c /f2007)

Mean (m) 9,524 162,883 14.12 3.19 30.9% 823 $624,039,284 $695,042 10.27 157.08
Median 6,779 88,708 13.67 3.16 30.2% 713 $355,369,774 $546,853 9.32 133.06
Standard

deviation (s) 10,828 244,785 4.55 0.63 6.3% 638 $665,327,229 $521,982 5.60 122.54
Coefficient of

variation (CV) 1.14 1.50 0.32 0.20 0.20 0.78 1.07 0.75 0.55 0.78
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The first grouping of variables, labeled gross research
productivity, comprised total articles (a), total cita-
tions (c), and total number of faculty (f2007). The
second cluster reflected the general influence or
impact of research and included citations per article
(a/c), impact index (i), and percentage of articles with
no citations (z). The variable, percentage of articles
with no citations (z), displayed a negative correlation;
thus, it decreased when other variables demonstrated
positive growth. The third grouping described the
size-independent variables that reflected research
productivity on an individual level: average number
of published articles per faculty member (a/f2007),
average number of citations per faculty member (c/
f2007), and average NIH funding per faculty member
(t/f2005). Interestingly, total NIH funding (t) demon-
strated a significant relationship with all three factors
when the data were rotated orthogonally, but only
with the individual productivity group with oblique
rotation. Counterintuitively, the relationship between
gross research productivity and total NIH funding (t)
was the weakest relationship. Practically speaking,
these data might show that the influence of research
carried more weight than volume of research in NIH-
funded awards to medical schools.

DISCUSSION

Analysis of collected and synthesized data

Despite methodological and data-specific limitations,
the compiled data sets presented in Table 1 and
Table 2 broadly characterizes the research productiv-
ity and impact at AAMC medical schools from 1997–
2007. Each metric characterizes research output
distinctively. Size-dependent measures may quantify
aspects of overall institutional productivity, while
size-independent measures may describe a medical
school’s impact in the research community or pro-
ductivity of individual faculty members. The princi-
pal components analysis combined with a perusal of
the data reveal a general sense of the most productive
or influential research faculties on an institutional and
individual basis. Due to scalability and generalizabil-
ity problems, synthesizing a single metric based on
the studied indicators does not honestly assess the
multifaceted nature of medical school research.

The most productive medical schools on an
institutional level—Johns Hopkins University School
of Medicine; Harvard Medical School; University of
Pennsylvania School of Medicine; Washington Uni-
versity in St. Louis School of Medicine; University of
California, Los Angeles, David Geffen School of
Medicine; Yale University School of Medicine; and
Stanford University School of Medicine—demonstrat-
ed high rankings in total number of published articles
(a), total number of citations (c), total number of
faculty (f2007), and total NIH funding (t).

Stanford University School of Medicine; Yale
University School of Medicine; Washington Universi-
ty in St. Louis School of Medicine; University of
California, San Diego, School of Medicine; University
of California, Los Angeles, David Geffen School of
Medicine; Johns Hopkins University School of Med-
icine;, and Duke University School of Medicine
appeared to have faculties who were among the most
productive per person based on the data calculated
for average number of published articles per faculty
member (a/f2007), average number of citations per
faculty member (c/f2007), average NIH funding per
faculty member (t/f2005), and total NIH funding (t).
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Table 4
Factor loadings from the rotated component matrix*

Component

1: Gross research
productivity

2: General influence or impact
of research

3: Individual research
productivity

Annual average number of faculty, 1997–2007 (f2007) 0.939
Citations to article published, 1997–2007 (c) 0.899
Published articles, 1997–2007 (a) 0.898 0.404
Percentage of articles with no citations, 1997–2007 (z) 20.905
Impact index, 1997–2007 (i ) 0.843
Average citations per article, 1997–2007 (a/c) 0.828
Average number of publications per faculty member, 1997–2007

(a/f2007) 0.910
Average number of citations per faculty member, 1997–2007 (c/f2007) 0.867
NIH funding per faculty member, 1997–2005 (t/f2005) 0.557 0.742
Total NIH funding, 1997–2005 (US dollars) (t ) 0.427 0.536 0.568

* Extraction method: principal component analysis. Rotation method: varimax with Kaiser normalization.

Table 5
Factor loadings from the pattern matrix*

Component

1 2 3

Annual average number of faculty, 1997–2007
(f2007) 1.043

Citations to article published, 1997–2007 (c) 0.922
Published articles, 1997–2007 (a) 0.910
Percentage of articles with no citations,

1997–2007 (z) 21.051
Impact index, 1997–2007 (i ) 0.855
Average citations per article, 1997–2007 (a/c) 0.807
Average number of publications per faculty

member, 1997–2007 (a/f2007) 1.062
Average number of citations per faculty

member, 1997–2007 (c/f2007) 0.918
NIH funding per faculty member, 1997–2005

(t/f2005) 0.425 0.765
Total NIH funding, 1997–2005 (US dollars) (t ) 0.448

* Extraction method: principal component analysis. Rotation method: promax
with Kaiser normalization.
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Size-independent measures, average citations per
article (a/c) and impact index (i) percentage of articles
not cited (z), and size-dependent measure, total NIH
funding (t), might best describe the influence or
impact of a medical school’s research. Mount Sinai
School of Medicine of New York University; Univer-
sity of Texas Medical School at San Antonio;
University of California, San Francisco, School of
Medicine; University of California, San Diego, School
of Medicine; and University of Chicago Pritzker
School of Medicine had faculties who produced very
influential research, according to this study’s data. It
must be noted that the above-mentioned medical
schools were not ranked or listed in any particular
order.

Comparisons with other studies

Earlier analyses of biomedical and medical research
typically focused on specific disciplines [34, 43–64],
journals and the influence of journal impact factors
[47, 48, 51, 52, 55, 57, 58, 61, 64, 65], and national
research performance of countries [44, 46–51, 53–55,
59–63, 66, 67]. Few studies concentrated on medical
school research productivity and impact on an
institutional level. The methods used by the investi-
gators of these studies differed, so comparisons of
data sets were complicated. Nevertheless, discrete
correlations found in certain studies offered some
points of comparisons with this research.

In 1983, McAllister and Narin found a much more
significant linear correlation between total number of
articles and NIH funding than this study (r50.95
versus r50.69, P,0.001). Changes in publishing
behaviors, such as the enormous growth in the
volume of scholarship, and grant funding might
explain this. They also discovered interconnectedness
between impact metrics, size-dependent productivity
metrics, and faculty perceptions of institutional
quality [31]. More recently, a study on peritoneal
dialysis publications significantly correlated articles
and citation counts (r50.63, P50.039) [46], though the
significance appeared somewhat weaker than this
study’s findings (r50.98, P,0.001). In concordance
with this study’s findings, British researchers con-
cluded that research impact correlated positively to
funding [68, 69]. A recent JAMA study corroborated
this causal relationship, discovering that funding over
$20,000 generally indicated higher-quality medical
education research [70]. Lewison also arrived at the
same conclusion as this study: an assortment of
statistical indicators is essential in institutional anal-
yses as each indicator paints a very different picture
of research [34].

Though not focused exclusively on medical schools,
van Raan conducted a comprehensive institutional
analysis using statistics from the 100 largest European
universities. His research also found a strong correl-
ative relationship between average citations per
article (a/c) and percentage of articles that are not
cited (z) (r5-0.92), which bolstered the current study’s
principal components analysis and basic linear corre-

lation (r5-0.74, P,0.001). Other metrics from the
current study exhibited similar associations with van
Raan’s power law analysis, including strong correla-
tions between total articles (a) and total citations (c)
(r50.98, P,0.001; van Raan, r50.89) and a negligible
correlation between total articles (a) and percentage of
articles that were not cited (z) (r5-0.255, P50.002; van
Raan, r50.35) [71].

Implications for medical librarianship

This study’s results can inform the provision of
bibliometric services in health sciences libraries.
Primarily, medical librarians may become aware of
the nature of their institution’s unique research profile
in regard to gross productivity, individual productiv-
ity, research impact, and funding. Medical librarians
may support administrative assessment efforts by
providing benchmarks or preliminary data that can be
used in intra-campus departmental analyses or larger
intercampus comparisons. Furthermore, familiarity
with the various evaluative methodologies of research
metrics permits health sciences librarians to better
evaluate their collections—particularly regarding re-
sources dealing with the assessment of universities or
medical schools. Beyond simple impact factors and
citation counts, librarians may assist health sciences
faculty, administrators, and departments with tenure
and promotion dossiers and their analyses and
provide educational offerings on the basics of biblio-
metrics. At the author’s home institution, the health
sciences library offers a workshop, ‘‘Tenure Metrics,’’
and a support wiki that covers cited reference
searching for ten databases [72], among other services.

Methodological limitations

Due to the nature of Web of Science’s data set and
capabilities, limitations to this methodology exist. For
example, research linked to institution names that
were misspelled or used unfamiliar variants in the
address field were not retrieved. Moreover, citation
errors occur in all bibliographic fields in Web of
Science, thus, these citations were not accounted for
under this methodology. In fact, Moed estimated that
7% of citations from ISI databases contain errors [21].
As stated in the methodology section, no fraction or
proportional attribution techniques were applied in
the case of multiple authors from different medical
schools. Selective in its coverage, Web of Science does
not track the citation histories of thousands of
journals, proceedings, technical reports, and patents.
It must be noted that the collected Web of Science data
include self-citations, which may skew the resulting
data. Other bibliometric studies demonstrate that
including self-citations proves insignificant to the
overall results in macro-level studies [73, 74].

NIH was the only source of grant funding data
used in this study. Monies from private foundations,
nongovernmental organizations, and other govern-
ment departments were not taken into account in this
study. NIH grants used for other programs apart from
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research (i.e., training) were included in this study. In
regard to AAMC data, the association stresses that the
numbers from their faculty roster are not the official
numbers reported to the Liaison Committee on
Medical Education, and their ongoing data collection
methodology may report different faculty numbers
[36].

Due to the outliers at both extremes, the variances
of many metrics were high. The most notable outliers
were data from the top-ranking medical schools for
particular variables. For example, Harvard Medical
School exceeded 3 standard deviations from the mean
in total articles (a), total citations (c), and total number
of faculty (f2007). Stanford University School of
Medicine also surpassed 3 standard deviations from
the mean in average NIH funding per faculty member
(t/f2005), articles per faculty member (a/f2007), and
citations per faculty member (c/f2007). Six schools
exceeded 3 standard deviations from the mean in at
least 1 indicator, and 20 schools were 2 standard
deviations from the mean in 1 or more indicators. The
data analysis was notably affected by the presence of
these medical schools. By eliminating the 20 schools
that exceeded 2 standard deviations from the mean in
1 indicator, SPSS was able to run a principal axis
factor analysis on the remaining 103 medical schools.
In this type of analysis, an orthogonal principal
components analysis and an oblique principal com-
ponents analysis, only 2 factors were extracted. From
these analyses, the author observed variant patterns
of variable clustering where total articles (a), total
citations (c), average number of articles per faculty
member (a/f2007), and average number of citations per
faculty member (c/f2007) associated with the first
factor, and average citations per article (a/c), impact
index (i), percentage of article with no citations (z),
total NIH funding (t), and average NIH funding per
faculty member (t/f2005) associated with the second
factor.

Given this study’s intention of conducting a macro-
analysis of bibliometric statistics, NIH funding data,
and AAMC faculty data, results are necessarily broad.
Furthermore, every discipline has a unique culture
and variant citation rates [46], so the data cannot be
extrapolated to specific departments at the medical
schools studied. This is also evident when calculating
impact indices, where the 0.4 m-curve may not exactly
represent the universal growth rate for all biomedical
disciplines. The use of indicator averages negates the
study of temporal qualities of the data, so potentially
illustrative statistics, such as growth over time, have
not been described.

Further refinement and study

To get a more focused picture of research productiv-
ity, the author suggests refining broad bibliometric
data in various ways. Specifically, researchers could
conduct bibliometric analyses at the school, depart-
mental, or laboratory level. For instance, the general
citation behaviors of pediatricians may be much
different than those of cell biologists. A great deal of

research delves into the bibliometrics of medical
specialties and subspecialties [6, 34, 43–64]. Further-
more the author believes the high data variance,
especially in size-dependent measures, requires re-
searchers to comparatively study medical schools
among similar sized institutions to generate valid
associative assessments. This is evident in the
differences of analyses when a group of the highest
and lowest performing medical schools were re-
moved from the population.

Not taken into account in this study, metrics
synthesized from journal prestige information, such
as ISI’s impact factors and EigenFactor’s article
influence [75], can also shed a different light on
research productivity. Mathematically, modeling bib-
liometric data according to a power law distribution
[76] may reveal another view of the data. Commer-
cially, ISI provides citation analysis products, the
university science indicators and essential science
indicators, which allow users to customize and mine
their extensive data sets. Their web-based newsletter,
ScienceWatch, discusses several bibliometric-related
topics such as emerging research fronts, top research-
ers in specific fields, and ‘‘hottest’’ papers [77]. Other
resources–such as Google Scholar, Scopus, Citebase,
and other subject-specific databases—can also pro-
vide supplementary citation information mined from
the web, journals not indexed by ISI, patents, and gray
literature.

CONCLUSION

Despite the commercial allure of medical school
rankings, no one statistic or ranking system can distill
the complexity and diversity of a medical school’s
research output. As this study reveals, medical
schools may appear strong in a few bibliometric
categories and weak in others. Thus, researchers
must be cognizant of the nuances of each statistical
indicator. Is it size dependent or size indepen-
dent? Are the data on an ordinal scale or interval
scale? Does the indicator measure institutional pro-
ductivity, individual productivity, overall research
impact, or reputation? What statistical tests were
applied?

Applying the measures employed in this study in
combination with other evaluative methodologies
potentially gives a broad, robust, and reasonable
overview of an institution’s research. The different
results from a range of statistical tests and method-
ologies bolster the aforementioned notion of utilizing
a variety of data sources and synthesized statistics
when evaluating research productivity. Overall mea-
sures as well as the individual statistics for each
school, department, and researcher may provide
medical school administrators, faculty, and medical
librarians an estimate of their faculty’s research
productivity and influence or points of comparison
that can be used in benchmarking. However, quanti-
tative measures should not be used alone. Intention,
subjectivity, and professional opinion remain vital
parts of the analysis process.
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