
Citation: Roy, S.; Tripathi, R.C.;

Balakrishnan, N.

A Conway–Maxwell–Poisson Type

Generalization of Hypergeometric

Distribution. Mathematics 2023, 11,

762. https://doi.org/10.3390/

math11030762

Academic Editor: Kai-Tai Fang

Received: 20 December 2022

Revised: 29 January 2023

Accepted: 30 January 2023

Published: 2 February 2023

Copyright: © 2023 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

mathematics

Article

A Conway–Maxwell–Poisson Type Generalization of
Hypergeometric Distribution
Sudip Roy 1,* , Ram C. Tripathi 1,* and Narayanaswamy Balakrishnan 2

1 Department of Management Science and Statistics, University of Texas at San Antonio, One UTSA Circle,
San Antonio, TX 78249, USA

2 Department of Mathematics and Statistics, McMaster University, 1280 Main Street West,
Hamilton, ON L8S 4L8, Canada

* Correspondence: sudip.roy@utsa.edu (S.R.); ram.tripathi@utsa.edu (R.C.T.)

Abstract: The hypergeometric distribution has gained its importance in practice as it pertains to sam-
pling without replacement from a finite population. It has been used to estimate the population size
of rare species in ecology, discrete failure rate in reliability, fraction defective in quality control, and
the number of initial faults present in software coding. Recently, Borges et al. considered a COM type
generalization of the binomial distribution, called COM–Poisson–Binomial (CMPB) and investigated
many of its characteristics and some interesting applications. In the same spirit, we develop here
a generalization of the hypergeometric distribution, called the COM–hypergeometric distribution.
We discuss many of its characteristics such as the limiting forms, the over- and underdispersion,
and the behavior of its failure rate. We write its probability-generating function (pgf) in the form
of Kemp’s family of distributions when the newly introduced shape parameter is a positive integer.
In this form, closed-form expressions are derived for its mean and variance. Finally, we develop
statistical inference procedures for the model parameters and illustrate the results by extensive Monte
Carlo simulations.

Keywords: hypergeometric; COM–Hypergeometric; COM–Poisson; COM–Poisson–Binomial; Kemp
family of distributions; failure rate; reliability

MSC: 60E05

1. Introduction

As is well-known, the Poisson distribution is equidispersed, which limits its applica-
bility in situations where overdispersion or underdispersion is present. To overcome this
limitation, Conway and Maxwell [1] introduced a generalization of the Poisson distribution
which can exhibit both, the under- and overdispersion. Recently, with a view to extend the
scope of applications of some other distributions such as the binomial by Borges et al. [2]
and negative hypergeometric by Roy et al. [3], there have been heightened interest in
generating COM type generalizations of other distributions. For example, Borges et al. [2]
proposed an extension of the binomial distribution called COMP–Binomial distribution and
studied many of its properties. Subsequently, Chakraborty and Ong [4] developed a COM–
Poisson type generalization of the negative binomial distribution with many applications.
In this paper, we develop a COM type generalization of the hypergeometric distribution,
called the COM–Hypergeometric (COM-H). It is formulated in the spirit of the CMPB
distribution introduced recently by Borges et al. [2]. This is a three-parameter extension
of the hypergeometric distribution which exhibits both over- and underdispersion, often
encountered in count data. This is in contrast to the hypergeometric distribution which is
always underdispersed. The COM-H distribution can be used in industrial quality control,
reliability analysis, and for capture–recapture sampling in estimating wildlife populations.
We compare graphically the probability mass functions (pmf) of the hypergeometric and
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the COM-H distributions for various choices of parameters to display the flexibility this
model provides over the usual hypergeometric distribution. We also investigate the log-
concavity and log-convexity of its pmf and use these to characterize its failure rate. We
develop statistical inference for its parameters. In particular, we develop the maximum
likelihood estimators for the parameters of the COM-H model and investigate some of
their properties such as the bias, mean squared error (MSE), and coverage probabilities by
a Monte Carlo simulation. We also develop the likelihood ratio test for the shape parameter
and investigate its asymptotic power.

The paper is organized as follows. In Section 2, we introduce the COM-H model by
introducing a shape parameter. In Section 3, we compare the shapes of pmfs of the COM-H
and hypergeometric distributions for various choices of the parameters. In Section 4, we
express the probability-generating function (pgf) of the COM-H distribution in terms of
the generalized hypergeometric series when the shape parameter is a positive integer. We
show that in that case, the COM-H model is a member of the Kemp family of distributions
and hence, shares various properties of this general family. In Section 5, we discuss the
relationships between its moments and inverse moments and in Section 6, we express it as
a weighted hypergeometric distribution. In Section 7, we discuss its asymptotic approxima-
tions by CMPB and COM–Poisson (see [1]) distributions. In Section 8, we characterize the
behavior of its failure rate in terms of the log-concavity and log-convexity of its pmf. In
Section 9, we develop the maximum likelihood estimators for its parameters and investigate
their behavior by simulation. In that section, we also develop a likelihood ratio test to
test if the underlying model is hypergeometric versus COM-H and investigate its power
by simulation.

2. Formulation of COM–Hypergeometric Distribution

Consider a finite population of N items with a fraction p, 0 < p < 1 of defective items.
Then, the population has Np defective items and N − Np nondefective items. Suppose, we
take a random sample of size n without replacement from the N items. Then, the number of
defective items in the sample, denoted by the random variable X, has the hypergeometric
distribution with the pmf

P(X = x) =
(Np

x )(N−Np
n−x )

(N
n )

=
(n

x)(
N−n

Np−x)

( N
Np)

, max(0, n− N + Np) ≤ x ≤ min(n, Np).
(1)

The mean and variance of this distribution are, respectively,

E(X) =
n(Np)

N
,

Var(X) =
n(Np)(N − n)(N − Np)

N2(N − 1)
.

The hypergeometric distribution is underdispersed since it is readily seen that
(N−n)(N−Np)

N(N−1) < 1. Here, we develop a more flexible version of the hypergeometric distribu-
tion which can accommodate both under- and overdispersion. The proposed model, called
the COM–hypergeometric (COM-H) distribution, with a shape parameter γ, has its pmf as

P(X = x|n, Np, N, γ) =
(n

x)
γ
( N−n

Np−x)

∑n
j=0 (

n
j)

γ
(N−n

Np−j)

=
(n

x)
γ
( N−n

Np−x)

H(γ,Np,N)
, max(0, n− N + Np) ≤ x ≤ min(n, Np), γ ∈ <,

(2)

where H(γ, n, Np, N) = ∑n
j=0 (

n
j)

γ
( N−n

Np−j).

We shall also denote this distribution by COM-H(γ, n, Np, N) when the underlying
parameters are of interest. For γ = 1, we have the usual hypergeometric distribution. The
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values of γ > 1 correspond to underdispersion (the mean is greater than variance) while
values of γ < 1 represent overdispersion (the variance exceeds the mean) with respect
to the hypergeometric distribution. For γ→ −∞, the pmf is concentrated at 0 and n. In
Section 3 below, we present graphical comparisons of the pmf of the COM-H distribution
for various choices of γ, keeping other parameters fixed (see Figures 1 and 2).
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Figure 1. Comparison of the pmfs of Hypergeometric and COM-H (n = 10, Np = 20, N = 50) for
Different Values of Positive Integer γ and γ = 0.
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Figure 2. Comparison of the pmfs of Hypergeometric and COM-H Distributions (n = 10, Np = 20,
N = 50) for Different Values of Negative Integer γ and γ = 0.
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3. Graphical Comparison of Hypergeometric and COM-H Distributions

In Figures 1 and 2, we present some graphs to compare the pmfs of the hypergeometric
and COM-H distributions for different values of γ. Figure 1 compares the graphs for
positive integer values of γ, while Figure 2 compares them for negative integer values of
γ. We observe that as the positive γ value increases, there is a reduction in the variance of
the distribution as compared to that of the hypergeometric distribution, which happens
due to the concentration of probabilities around the mean as γ increases. The dispersion in
the model increases compared to that of the hypergeometric distribution for large negative
values of γ, as can be seen in Figure 2. This happens since the probabilities are more
dispersed away from the mean as compared to those of the hypergeometric distribution for
large negative values of γ.

4. Moments and Probability-Generating Function of COM-H (for Positive Integer γ)

Here, we express the probability-generating function (pgf) of the COM-H in the form of a
generalized hypergeometric function for the case when γ is a positive integer. This facilitates
the derivation of the factorial moments and hence other moments of the distribution. Let us
first introduce some functions and notation which are used throughout this paper:

• Pochhammer’s symbol or rising factorial:

(b)0 = 1,
(b)k = b(b + 1) · · · (b + k− 1), k ≥ 1;

• Generalized hypergeometric function:

pFq
(
a1, a2, · · · , ap; b1, b2, · · · , bq; z

)
=

∞

∑
m=0

(a1)m(a2)m · · · (ap)m

(b1)m(b2)m · · · (bq)m

zm

m!
.

Then, the following theorem gives an expression of the pgf of the COM-H distribution in
terms of the generalized hypergeometric function.

Theorem 1. The pgf of the COM-H distribution is given by

G(s) = E(sX) =
n

∑
x=0

sxP(X = x|n, Np, N, γ)

=
γ+1Fγ

(
−n,−n, · · · ,−n,−Np; 1, 1, · · · , 1, N − Np− n + 1; (−1)−(1+γ)s

)
γ+1Fγ

(
−n,−n, · · · ,−n,−Np; 1, 1, · · · , 1, N − Np− n + 1; (−1)−(1+γ)

)
where γ is a positive integer.

Proof. In the pmf of the COM-H distribution in (2), the denominator can be written in
terms of the generalized hypergeometric function as follows:

n

∑
x=0

(
n
x

)γ( N − n
Np− x

)
=

(N − Np− n)!(N − n)!
Np!

× γ+1Fγ

(
−n,−n, · · · ,−n,−Np; 1, 1, · · · , 1, N − Np− n + 1; (−1)−(1+γ)

)
.

The pgf of X, given by G(s) = E(sX), can then be written as

G(s) =
γ+1Fγ

(
−n,−n, · · · ,−n,−Np; 1, 1, · · · , 1, N − Np− n + 1; (−1)−(1+γ)s

)
γ+1Fγ

(
−n,−n, · · · ,−n,−Np; 1, 1, · · · , 1, N − Np− n + 1; (−1)−(1+γ)

) ,

as required.
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Remark 1. The kth order derivative of G(s) is given by (using the formula from Abramowitz and
Stegun [5], 15.2.2):

G(k)(s) =
(−n)γ

k (−Np)k

(k!)(γ−1)(N − Np− n + 1)k

×
γ+1Fγ

(
−n + k,−n + k, · · · ,−n + k,−Np + k; 1 + k, 1 + k, · · · , 1 + k, N − Np− n + 1 + k; (−1)−(1+γ)s

)
γ+1Fγ

(
−n,−n, · · · ,−n,−Np; 1, 1, · · · , 1, N − Np− n + 1; (−1)−(1+γ)

) .

The first and second factorial moments of X are then obtained by setting k = 1, 2 and
s = 1. Thus, we obtain

E(X) =
nγ Np

(N − Np− n + 1)

×
γ+1Fγ

(
−n + 1,−n + 1, · · · ,−n + 1,−Np + 1; 2, 2, · · · , 2, N − Np− n + 2; (−1)−(1+γ)

)
γ+1Fγ

(
−n,−n, · · · ,−n,−Np; 1, 1, · · · , 1, N − Np− n + 1; (−1)−(1+γ)

)
and

E(X(X− 1)) =
n(n− 1)γ Np(Np− 1)

(2!)γ−1(N − Np− n + 1)(N − Np− n + 2)

×
γ+1Fγ

(
−n + 2,−n + 2, · · · ,−n + 2,−Np + 2; 3, 3, · · · , 3, N − Np− n + 3; (−1)−(1+γ)

)
γ+1Fγ

(
−n,−n, · · · ,−n,−Np; 1, 1, · · · , 1, N − Np− n + 1; (−1)−(1+γ)

) .

Since Var(X) = E(X(X− 1)) + E(X)− [E(X)]2, the variance of X can be obtained readily in terms
of the hypergeometric series as Var(X) = G′′(1) + G′(1)− [G′(1)]2.

When γ = 1, the above results reduce, respectively, to the mean and variance of the
hypergeometric distribution. These can be verified as follows:

E(X) =
n(Np)

(N − Np + n + 1)
2F1(−n + 1,−Np + 1; N − Np− n + 2; 1)

2F1(−n,−Np; N − Np− n + 1; 1)
. (3)

Using the formula (see Abramowitz and Stegun [5])

2F1(a, b; c; 1) =
Γ(c)Γ(c− a− b)
Γ(c− a)Γ(c− b)

, (4)

the last term in (3) can be written as

2F1(−n + 1,−Np + 1; N − Np− n + 2; 1)

2F1(−n,−Np; N − Np− n + 1; 1)
=

Γ(N − Np− n + 2)Γ(N)

Γ(N − Np + 1)Γ(N − n + 1)

×Γ(N − Np + 1)Γ(N − n + 1)
Γ(N − Np− n + 1)Γ(N + 1)

.

Therefore, E(X) = nNp
N , upon simplification, which is the mean of the hypergeometric

distribution.
Since, for γ = 1,

E(X(X− 1)) =
n(n− 1)Np(Np− 1)

(N − Np− n + 1)(N − Np− n + 2)
2F1(−n + 2,−Np + 2; N − Np− n + 3; 1)

2F1(−n,−Np; N − Np− n + 1; 1)
,

using formula (4) here again, the variance can be simplified to

Var(X) =
n(Np)(N − n)(N − Np)

N2(N − 1)
,

which is the variance of the hypergeometric distribution.
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5. The COM-H as a Member of Kemp’s Family of Distributions when γ is an Integer

For the Kemp family of distributions (see Tripathi and Gurland [6], Johnson et al. [7],
and Kemp and Kemp [8]), the ratio of successive probabilities is given by

p(x + 1)
p(x)

=
(a1 + x)(a2 + x) · · · (ap + x)
(b1 + x)(b2 + x) · · · (bq + x)

θ

1 + x
.

Using this result, the following theorem gives the ratio of successive probabilities of the
COM-H distribution.

Theorem 2. The ratio of successive probabilities of the COM-H distribution can be written in the
form of the ratio of probabilities of Kemp Type 1A(i) families of distributions.

Proof. The ratio of successive probabilities of the COM-Hypergeometric distribution can
be written in the form of Kemp Type 1A(i) families of distributions as follows:

p(x + 1)
p(x)

=
(−n + x) · · · (−n + x)(−Np + x)

(1 + x) · · · (1 + x)(N − Np− n + x + 1)
(−1)γ+1

1 + x
,

or

p(x + 1)
p(x)

=
(−n + x)γ(−Np + x)

(1 + x)γ−1(N − Np− n + x + 1)
(−1)γ+1

1 + x
,

which we can use in the COM-H model with γ + 1 numerator factors, ((−n + x), (−n +

x), · · · , (−n + x), (−Np + x)), and γ denominator factors ((1 + x), (1 + x), · · · , (1 + x), (N − Np−
n + x + 1)).

Hence, the theorem.

6. COM-H as a Weighted Version of Hypergeometric Distribution
The COM-H model can be expressed as the weighted version of the hypergeometric

distribution, with the weighted pmf expressed in the form

pw(x, γ) =
w(x)p(x; γ)

E(w(X))
, (5)

where E(.) is the expectation with respect to the distribution P(x; γ) and w(.) is the weight
function. In Equation (5), let X be a standard hypergeometric random variable with proba-
bility mass function (pmf) p(x; γ) = Pr(X = x), where γ =1 as in Equation (1).

This weighted distribution concept is similar to that in Kokonendji et al. [9], for
the weighted Poisson distribution (WPD). These authors related the log-convexity and
log-concavity property of the weight function to the underdispersion and overdispersion
characteristics of the COM–Poisson distribution. For this purpose, they in fact represented
the COM–Poisson distribution as a weighted Poisson distribution. They also discussed the
concept of pointwise duality between two weighted Poisson distributions and illustrated it
with an example of the COM–Poisson and WPD family considered earlier by Castillo and
Peŕez-Casany [10].

Definition 1 (Kokonendji et al. [9]). Let w1 and w2 be two positive Poisson weight functions.
Then, the two corresponding WPDs are said to be pointwise dual (simply dual) if

w1 × w2 = 1. (6)

They show that if w is a positive Poisson weight function and for a given x, if w(x) is log-concave, then
that WPD is also log-concave. The dual pair of WPDs is said to be closed if one of the distributions is
overdispersed, and the other is underdispersed. This property makes the two distributions as a closed
dual pair of the WPD family.
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In a similar vein, the COM-H distribution in Equation (2) can be written in the form of
a weighted hypergeometric distribution as

P(X = x) =
(n

x)
γ−1

(n
x)(

N−n
Np−x)

∑n
j=0 (

n
j)

γ
(N−n

Np−j)
(7)

=
w(x)(n

x)(
N−n

Np−x)

∑n
j=0 w(j)(n

j)(
N−n
Np−j)

,

where the hypergeometric weight function (HWF) is given by w(x) = (n
x)

γ−1.
We discuss two important results of this weight function. The first result relates the

log-concavity (log-convexity) of w(x) to the weighted hypergeometric distribution (WHD).
The second result is about the duality of the WHD.

Theorem 3. Let w be a positive HWF. If for given x, w(x) is log-concave, then the corresponding
COM-H, represented as a weighted hypergeometric distribution (WHD), is log-concave as well.

Proof. Let w be the positive HWF. We can then associate the log-concavity of w(x), ∀ x ∈ N,
with that of the WHD. Consider px as the COM-H(γ, n, Np, N) for a given x, then

px px+2
p2

x+1
= pw(x+2)/pw(x+1)

pw(x+1)/pw(x)
pw(x+1)

pw(x) = w(x+1)(n−x)(Np−x)
w(x)(x+1)(N−Np−n+x+1)

pw(x+2)
pw(x+1) =

w(x+2)(n−x−1)(Np−x−1)
w(x+1)(x+2)(N−Np−n+x+2) .

We have

px px+2
p2

x+1
< 1 ⇒ logconcave

⇒ w(x+2)w(x)(n−x−1)(x+1)(Np−x−1)(N−Np−n+x+1)
w2(x+1)(n−x)(x+2)(Np−x)(N−Np−n+x+2) < 1,

which follows, since

(n− x− 1)(x + 1)(Np− x− 1)(N − Np− n + x + 1)
(n− x)(x + 2)(Np− x)(N − Np− n + x + 2)

< 1.

For the WHD pmf to be log-concave, we need

w(x + 2)w(x)
w2(x + 1)

< 1.

Thus, we can state that if the HWF is log-concave, then the corresponding WHD is log-
concave. Hence, the theorem.

We now investigate the duality of the WHD based on the HWF, which has the following
practical importance. The dual pair of WHDs is closed with respect to the property
that the WHD is exhibiting overdispersion and underdispersion for the pair of weight
functions w1(x) = (n

x)
γ−1 and w2(x) = (n

x)
1−γ with γ ≥ 0, respectively. Notice that the

hypergeometric distribution can also be considered as a WHD family and it forms a “self-
dual” [9] with the weight function w(x) = 1, ∀x ∈ N. With this weight function, we can
see that w1(x) × w2(x) = 1. The pointwise duality in the WHD family is displayed in
Figure 3 below.
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Figure 3. Comparison of the weight functions showing duality and closed pair of WHDs.

Figure 3 shows the closed dual pair of WHDs. At x = 0 and x = n(= 10), the
weight functions give w1 = w2 = 1. When the value of γ = 1.2, the WHD is log-concave
(underdispersed), and the HWF also shows log-concavity with γ = 1.2. Similarly, for
the value of γ = 0.2, the WHD is log-convex (overdispersed), and the HWF also shows
log-convexity.

7. Convergence of COM-H to COM–Poisson and COMP–Binomial

As is well known, the hypergeometric distribution approaches the binomial distribu-
tion, which in turn approaches the Poisson distribution under certain limiting conditions. In
this section, we show that similar relationships hold between the COM-H, COMP–binomial,
and COM–Poisson distributions.

Theorem 4. The COM-H distribution (γ,n,Np,N) approaches the COMP–binomial distribution,
when N → ∞ with (n,p) as fixed. Subsequently, the COMP–binomial distribution approaches to
the COM–Poisson distribution (λ) when n→ ∞ and Np, and N are large such that Np > n, with
λ = nγ Np

N remaining fixed.

Proof. First, let us divide the numerator and the denominator of the COM-H pmf in (2) by
( N

Np). Then, the numerator can be written as

(n
x)

γ
( N−n

Np−x)

( N
Np)

=

(
n
x

)γ (Np)!
(N − Np− n + x)!(Np− x)!

(N − n)!(N − Np)!
N!

=

(
n
x

)γ Np(Np− 1)(Np− 2) . . . (Np− x + 1)
N(N − 1) . . . (N − x + 1)

× (N − Np)(N − Np− 1) . . . (N − Np− n + x− 1)
(N − x)(N − x + 1) . . . (N − n + 1)

.
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When Np and N are large, we have, for a fixed x,

Np(Np− 1)(Np− 2) . . . (Np− x + 1)
N(N − 1) . . . (N − x + 1)

=
(Np)x(1− 1

Np )(1−
2

Np ) . . . (1− x−1
Np )

(N)x(1− 1
N ) . . . (1− 1

N )
≈ (Np)x

Nx = px,

when x is small relative to N. Using a similar argument, we have

(N − Np)(N − Np− 1) . . . (N − Np− n + x + 1)
(N − x)(N − x− 1) . . . (N − n + 1)

≈ (N − Np)n−x

Nn−x = (1− p)n−x.

Thus, we can approximate the COM-H pmf by the COMP–binomial form as

COM-H(n, Np, N, γ) ≈
(n

x)
γ px(1− p)n−x

∑n
j=0 (

n
j)

γ pj(1− p)n−j .

Similarly, the COM-H distribution can be shown to approach the COM–Poisson distribution
when we take λ = nγ Np

N with Np, N large, and n→ ∞. Thus,

(n
x)

γ px(1− p)n−x

∑n
j=0 (

n
j)

γ pj(1− p)n−j ≈
λx

x!γ

1

∑∞
m=0

λm

m!γ
.

Hence, the theorem.

8. Failure Rate

The monotonicity of the failure rate plays an important role while modeling failure
time in reliability studies. As in, Gupta and Tripathi [11], we characterize the monotonicity
of the failure rate in terms of the log-concavity and log-convexity of the distribution. We use
the ratio of two consecutive probabilities to determine the log-concavity and log-convexity
of the distribution. Let

η(x) =
p(x)− p(x + 1)

p(x)
;

then,

∆η(x) = η(x + 1)− η(x)

=
p(x + 1)

p(x)
− p(x + 2)

p(x + 1)
.

The following result characterizes the monotonicity of the failure rate of the COM-H
distribution.

Theorem 5. The COM-H distribution is log-concave for positive γ, and thus has a nondecreasing
failure rate (IFR) for γ > 0.

Proof. For the COM-H distribution, we have

p(x + 1)
p(x)

=

(
n− x
x + 1

)γ( Np− x
N − Np− n + x + 1

)
.

and
p(x + 2)
p(x + 1)

=

(
n− x− 1

x + 2

)γ( Np− x− 1
N − Np− n + x + 2

)
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Now, for positive γ, we have (
n− x
x + 1

)γ

>

(
n− x− 1

x + 2

)γ

and since (
Np− x

N − Np− n + x + 1

)
>

(
Np− x− 1

N − Np− n + x + 2

)
,

it can be seen that ∆η(x) ≥ 0 for γ ≥ 0. Thus, we can say that when γ ≥ 0, the distribution
is log-concave and has a nondecreasing failure rate (IFR). Hence, the theorem.

Remark 2. For γ < 0, the COM-H distribution does not show monotonicity for the failure rate.

The behavior of the failure rate function, r(x) = log R(x−1)
R(x) (see Xie et al. [12]), where

R(x) = P(X > x), x = 1, 2, · · · , is displayed in Figure 4. We observe that this model has
a nondecreasing failure rate for different positive integer values of γ. The failure rate
increases when the positive value of γ increases but only after a certain value of x, as can
be seen in Figure 4.

Figure 4. Failure rate function of COM-H for positive values of integer γ.

Figure 5 displays graphs of the failure rate function for negative values of γ. It can be
seen that, in this case, the failure rate does not have a definite pattern such as a DFR. In this
case, the failure rate of the COM-H distribution exhibits a bathtub shape.
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Figure 5. Failure rate function of COM-H for negative values of γ from [−1.5, −1].

9. Inference for COM-H Model

In this section, we discuss the maximum likelihood estimation (MLE) of γ when p is
known and unknown. The MLE of N is based on the modality of the pmf of the COM-H
distribution, while the final estimate needs to be obtained by the use of numerical methods.
Let x = (x1, x2, · · · , xm) be a random sample of size m from the COM-H distribution. Then,
from the pmf in (2), the likelihood function is given by

L(γ, N, Np|X) =
m

∏
i=1

(n
xi
)

γ
( N−n

Np−xi
)

H(γ, Np, N)
, (8)

and the corresponding log-likelihood is given by

l =
m

∑
i=1

γ log
(

n
xi

)
+

m

∑
i=1

log
(

N − n
Np− xi

)
−m log

n

∑
j=0

(
n
j

)γ( N − n
Np− j

)
. (9)

9.1. MLE of γ (with p Known)

The likelihood equation with respect to γ, obtained from (9), can be solved by the
Newton–Raphson iterative method. Specifically, to evaluate γ numerically, we begin with
an initial value γ(0) and update γ as

γ(t) = γ(t−1) − f (γ)
f ′(γ)

,

until convergence is attained according to some desired criterion, where

∂l
∂γ

= f (γ) =
m

∑
i=1

log
(

n
xi

)
−m

CH(γ, log (n
j))

CH(γ, 1)
,

with

CH(γ, g(j)) =
n

∑
j=0

(
n
j

)γ( N − n
Np− j

)
g(j)
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and

f ′(γ) = −m
CH(γ, (log (n

j))
2)CH(γ, 1)− CH(γ, log (n

j))
2

CH(γ, 1)2 .

In the case when both γ and p are unknown, the parameters need to be estimated by
maximizing the log-likelihood function in (9) with respect to both parameters, as detailed
later in Section 9.2.

9.2. Maximum Likelihood Estimation of Both γ and p

For the estimation of both γ and p in the COM-H model, we proceed with the max-
imum likelihood estimation keeping N fixed. We used the optim function from the stats
package in R programming language for this purpose.

Asymptotic Confidence Intervals for γ and p

Next, we investigated the performance of the MLEs of γ and p, which we denoted
as γ̂ and p̂, respectively, in terms of their asymptotic bias, standard errors, and coverage
probabilities, based on 1000 Monte Carlo simulations when both parameters were unknown.
The asymptotic normality of the MLEs was used to construct asymptotic confidence inter-
vals for γ and p. The asymptotic standard errors of γ̂ and p̂ (the MLEs of γ and p) were
obtained from the observed Fisher information matrix through the Hessian matrix. The
square root of the diagonal elements of the inverse of Hessian matrix gave the estimates
of the standard errors, s.e.(γ̂) and s.e.( p̂), of the MLEs of γ and p, respectively. Thus, the
asymptotic 100(1− α)% confidence intervals for γ and p were

γ̂± zα/2s.e.(γ̂), p̂± zα/2s.e.( p̂). (10)

Tables 1 and 2 provide the MLE, s.e., bias, root-mean-square error (RMSE), and coverage
probabilities of 90% and 95% confidence intervals based on 1000 Monte Carlo simulations.
Here, we used n = 10, N = 80 and n = 20, N = 80, respectively. The results in these tables
reveal that when γ has a large negative value (γ ≤ −1.5), the bias and the standard error of
its estimate are both large. The MLE of p, on the other hand, behaves well with a small bias
and s.e., and with coverage probabilities closer to the chosen nominal levels.

Table 1. Coverage probabilities (C.P.) of the asymptotic confidence intervals for different values of γ

and p, along with bias, RMSE, and s.e. of the MLEs for COM-H(n = 10, N = 80).

Parameters Estimate (s.e.) Bias RMSE C.P. (90%) C.P. (95%)

γ p γ̂ (s.e.) p̂ (s.e.) γ p γ p γ p γ p

−2 0.4 −2.031
(0.166)

0.39
(0.009) 0.031 0.0014 0.16 0.007 0.923 0.931 0.972 0.971

−1.5 0.4 −1.51
(0.094)

0.398
(0.005) 0.009 0.001 0.077 0.007 0.906 0.897 0.955 0.958

−1.0 0.4 −1.001
(0.041)

0.399
(0.005) 0.0012 0.0006 0.043 0.007 0.896 0.909 0.946 0.949

−0.5 0.4 −0.497
(0.026)

0.399
(0.005) −0.002 0.0008 0.0271 0.006 0.903 0.904 0.95 0.954

0.5 0.4 0.502
(0.0344)

0.399
(0.0055) −0.0017 0.0003 0.0349 0.0056 0.893 0.904 0.942 0.95

1.0 0.4 1.003
(0.0547)

0.399
(0.006) −0.0028 0.0001 0.053 0.0059 0.905 0.92 0.951 0.962

1.5 0.4 1.5
(0.077)

0.399
(0.0067) −0.0032 0.0001 0.076 0.0068 0.89 0.896 0.946 0.952

2.0 0.4 2.0
(0.091)

0.399
(0.0069) −0.0049 0.0001 0.103 0.0075 0.88 0.894 0.939 0.943
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Table 1. Cont.

Parameters Estimate (s.e.) Bias RMSE C.P. (90%) C.P. (95%)

−2.0 0.6 −2.023
(0.175)

0.601
(0.005) 0.023 −0.001 0.159 0.007 0.905 0.922 0.958 0.961

−1.5 0.6 −1.502
(0.072)

0.601
(0.007) 0.002 −0.001 0.079 0.007 0.899 0.912 0.949 0.966

−1 0.6 −0.996
(0.044)

0.601
(0.007) −0.004 −0.001 0.041 0.007 0.897 0.921 0.950 0.962

−0.5 0.6 −0.499
(0.028)

0.601
(0.006) −0.001 −0.001 0.027 0.006 0.903 0.916 0.958 0.963

0.5 0.6 0.503
(0.034)

0.601
(0.006) −0.003 −0.001 0.035 0.006 0.898 0.887 0.952 0.953

1 0.6 0.981
(0.054)

0.599
(0.006) 0.019 0.001 0.034 0.005 0.958 0.942 0.976 0.974

1.5 0.6 1.504
(0.077)

0.60
(0.007) −0.004 0.000 0.075 0.007 0.903 0.913 0.958 0.962

2 0.6 2.006
(0.091)

0.60
(0.007) −0.006 0.000 0.096 0.007 0.901 0.921 0.962 0.959

Table 2. Coverage probabilities (C.P.) of the asymptotic confidence intervals for different values of γ

and p, along with bias, RMSE, and s.e. of the MLEs for COM-H(n = 20, N = 80).

Parameter Estimate (s.e) Bias RMSE C.P. (90%) C.P. (95%)

γ p γ̂ (s.e) p̂ (s.e) γ p γ p γ p γ p

−1.5 0.6 −1.517
(0.152)

0.599
(0.072) 0.017 0.001 0.100 0.004 0.991 0.988 0.997 0.988

−1 0.6 −1.009
(0.127)

0.597
(0.064) 0.009 0.003 0.042 0.007 0.992 0.987 0.999 0.988

−0.5 0.6 −0.486
(0.047)

0.607
(0.019) −0.014 −0.007 0.053 0.023 0.905 0.889 0.949 0.942

0.5 0.6 0.517
(0.037)

0.602
(0.005) −0.017 −0.002 0.029 0.004 0.949 0.933 0.967 0.970

1 0.6 1.002
(0.065)

0.600
(0.005) −0.002 0.000 0.058 0.005 0.911 0.897 0.950 0.944

1.5 0.6 1.503
(0.080)

0.600
(0.005) −0.003 0.000 0.083 0.006 0.893 0.900 0.951 0.934

2.0 0.6 2.003
(0.103)

0.600
(0.006) −0.003 0.000 0.105 0.006 0.904 0.898 0.950 0.945

−1 0.4 −0.923
(0.364)

0.357
(0.195) −0.077 0.043 0.125 0.065 0.995 0.992 0.998 0.993

−0.5 0.4 −0.514
(0.051)

0.405
(0.021) 0.014 −0.005 0.025 0.011 0.945 0.939 0.967 0.953

0.5 0.4 0.516
(0.036)

0.398
(0.005) −0.015 0.002 0.027 0.004 0.954 0.952 0.977 0.974

1.0 0.4 1.005
(0.061)

0.400
(0.005) −0.005 0.000 0.056 0.005 0.926 0.900 0.968 0.955

1.5 0.4 1.506
(0.081)

0.400
(0.005) −0.006 0.000 0.086 0.005 0.888 0.895 0.937 0.944

2.0 0.4 2.010
(0.094)

0.400
(0.005) −0.010 0.000 0.102 0.005 0.913 0.922 0.962 0.958
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9.3. Likelihood Ratio Test for the Significance of γ

As mentioned earlier, the COM-H distribution reduces to the ordinary hypergeometric
distribution with parameters Np and N when γ = 1. Since the shape parameter γ controls
the under- and overdispersion of the distribution, we can use the likelihood ratio test (LRT)
to test the null hypothesis H0 : γ = 1 against the alternative H1: γ 6= 1. In this section, we
investigate the behavior of the statistical power of this test by means of simulations. Let
x = (x1, x2, · · · , xm)′ be a random sample of size m from the pmf p(x, θ), where θ = (γ, p),
and denote the joint distribution by P(x, θ) = p(x1, θ)p(x2, θ) · · · p(xm, θ). The restricted
MLE of θ is θ̂0 = (1, p̂) (under the null hypothesis) and the unrestricted MLE of θ is given
by θ̂ = (γ̂, p̂) under the alternative. The log-likelihood function of the COM-H distribution,
when θ is the parameter of interest, is given by L(θ|x) = logP(x, θ). The likelihood ratio
test of Neyman and Pearson [13] for testing H0 : γ = 1 is given by

Λ =
L(θ̂0|x)
L(θ̂|x)

.

By comparing the log-likelihood function under the null and alternative hypotheses,
this test gives evidence whether the deviation of one model from the other is statistically
significant. The LR test statistic is

LR = −2 log Λ = 2[log L(θ̂|x)− log L(θ̂0|x)].

Under H0, the asymptotic distribution of LR is that of a chi-squared random variable with
one degree of freedom (d.f). We assessed the performance of this test by conducting a
power study with Monte Carlo simulations. For this purpose, we chose a significance level
α of 5% and 10% and the sample sizes m = 100 (small), 500 (moderate), and 1000 (large).
The departure from the null hypothesis could be explained by an effect size |γ− 1|, which
served as the index of departure. We chose values of γ = −0.5, 0.5, 1.2, 1.4, 1.6, and 2 with
the corresponding effect sizes 1.5, 0.5, 0.2, 0.4, 0.6, and 1, respectively. The results of the
simulation study are presented in Table 3. We fixed N = 100, n = 10, and took p = 0.3, 0.5
in Table 3. The statistical power greatly depended on m and the effect size. It was observed
that the power of the LR test did not vary much for different values of p. The larger the
value of m and the effect size, the higher the power of the test. Moreover, the introduction
of γ was useful when the amount of underdispersion in the dataset was different from that
of the hypergeometric distribution.

Table 3. Simulation of power for the likelihood ratio test.

p = 0.3, n = 10, N = 100 p = 0.5, n = 10, N = 100

γ −0.5 0.5 1 1.2 1.4 1.6 2 -0.5 0.5 1 1.2 1.4 1.6 2

m α
Effect
size 1.5 0.5 0 0.2 0.4 0.6 1 1.5 0.5 0 0.2 0.4 0.6 1

Power Power

100 0.05 1 1 0.058 0.142 0.545 0.864 0.998 1 1 0.052 0.199 0.55 0.843 0.993
0.1 1 1 0.17 0.242 0.679 0.932 0.999 1 1 0.12 0.304 0.677 0.91 0.999

500 0.05 1 1 0.052 0.683 0.997 1 1 1 1 0.051 0.71 0.998 1 1
0.1 1 1 0.12 0.88 0.999 1 1 1 1 0.11 0.815 1 1 1

1000 0.05 1 1 0.05 0.951 1 1 1 1 1 0.05 0.947 1 1 1
0.1 1 1 0.097 0.974 1 1 1 1 1 0.101 0.973 1 1 1

10. Discussion

We introduced a Conway–Maxwell type hypergeometric distribution and its salient
characteristics in this paper. In subsequent publications, we will show some of its applications
in fault detection for software reliability, feature it in acceptance sampling methods for quality
control, and describe it through operating characteristic curves, where the hypergeometric
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distribution is widely used. Furthermore, we will propose parameter estimation techniques
for fitting the COM-H distribution and compare it with current estimation methods.
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